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A ccrtain class of approximate solutions to linear operator equations is studied,
in which the domain and range of the operator are both Hilbert spaces possessing
continuous reproducing kernels. The broad class of operators considered here
includes integral, differential, and integrodifferential operators. The results are
applied to obtain approximate solutions and related (favorable) convergence
rates for two-point boundary-value problems and associated integrodifferential
equations.

I. SUMMARY

We consider a class of approximate solutions to linear operator equations
where the domain and range of the operator are both Hilbert spaces posses
sing continuous reproducing kernels. The (broad) class of operators con
sidered here includes integral, differential, and integrodifferential operators.
The specialization to Fredholm integral equations of the first kind has been
considered in detail in [5]. The main convergence theorem has been proved
there.

The purpose of this article is to reformulate the approximate solutions
and convergence results of [5] in a more general framework. Then these
results are applied to obtain approximate solutions and related convergence
rates for two-point boundary value problems and associated integrodifferen
tial equations.

We note that there is an interesting history of the use of reproducing kernel
Hilbert spaces to solve problems in approximation theory. See, for example
Golomb and Weinberger [2], and, especially, Ciarlet and Varga [1] who
consider approximate solutions to differential equations. However, it is
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believed that the approximate solutions described here for boundary value
problems are new, in the generality discussed here. The approximate solu
tions we study are exact on a certain n-dimensional subspace which may be
identified.

In Section 2 we give the approximate solutions and convergence results,
restated from [5] in the context of general linear operator equations. The
properties of reproducing kernel spaces that we use here are stated briefly in
Section 2. For more details the reader may see [5] and references there. In
Section 3 the results of Section 2 are applied to the approximate solution of
2-point boundary value problems. Section 4 gives an example to show what
the method is doing and to indicate that the convergence rates for the method
given here cannot be improved upon. The method, applied to Lmf = g,JE 86,
where Lm is an m-th order linear differential operator, and 86 is an appro
priate set of boundary conditions, is equivalent to the following: g is inter
polated at n values of the ordinate by a linear combination of suitably chosen
functions, to obtain an approximation g. The approximate solution I, then,
satisfies exactly Lml = g,j E 86. Section 5 gives the application to linear
integrodifferential boundary value problems.

2. PROPERTIES OF REPRODUCING KERNEL SPACES.

THE ApPROXIMATE SOLUTIONS AND THEIR CONVERGENCE RATES

Let .n"R be a Hilbert space possessing a (real) reproducing kernel R(s, Sf),

S, Sf E S, where S is a closed bounded interval of the real line. By the proper
ties of reproducing kernels, the function R. defined by

is in .n"R and

R.O = R(s, .) (2.1)

(2.2)

where <', .)R is the inner product in .n"R . Let N be any continuous linear
functional on.n"R . Then its representer Tj( '), is given by the following formula:

(2.3)

Let T be a closed, bounded interval of the real line. We consider operators
K defined from.n"R into the real-valued functions on T ofthe form

Kf=g

(Kf)(t) = get) = <Tjt ,f)R , t E T

(2.4)



LINEAR OPERATOR EQUATIONS 63

where 7Jt E £'R , t E T. That is, K is required only to have the property that the
linear functionals {Nt, t E T} defined by

Nt! = (Kf)(t), t E T (2.5)

are all continuous in £'R . Given K with this property, 7Jt is found by

7JM) = <7Jt, R,)R = (KRs)(t). (2.6)

Let V be the closure of the span of {7Jt, t E T}, in £"R . Then the null space
of K in £"R is V\ that is,

(2.7)

Let LJ = {t1 , t2 , ••• , tn}, where t1 < t2 < ... < tn, [t1' tnl = T. We let the
(n-th) approximate solution j E £"R to the equation

Kf=g

be that element of minimum £"rnorm which satisfies

(Kf)(t) = <7Jt ,f)R = get), t E LJ. (2.8)

If f is any element in £"R satisfying (2.8), then j is the projection, Pv f, off
onto the subspace Vn of V spanned by {7Jt , t E LJ}. Let Q(t, t') be the non
negative definite kernel on TxT given by

(2.9)

If {7Jt , t E T} are linearly independent, then the n X n matrix Qn with i, j-th
entry Q(ti' t;), ti , t; E LJ is strictly positive definite, and we may write j (s)
explicitly as

j(s) = (Pv"f)(s) = (7Jt1(s), 7Jt
2
(s), ... , 7Jt,,(s» Q;/(g1 , g2 ,... , gn)' (2.10)

where gi = g(ti)' ti E LJ. In the remainder of this paper it will be assumed that
{7Jt, t E T} are linearly independent. It may be shown that

(2.11)

where Nt is defined by (2.5) and is applied to R considered as a function of
the first argument, and Nt' is applied to R as a function of the second argu
ment. To see this, note that, for any reproducing kernel Hilbert space, the
family {Rs , s E S} span £"R . Then let 7J~l), 7J~!) be the l-th members in two
Cauchy sequences tending to 7Jt and 7Jt' respectively,

I

'YJ~l) = L CiltRS/l '
i=1

I

.,.,(l) - ~ C ,R
"Jt l

- LJ ilt SH'
i=1

(2.12)
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and use the fact that (Rs , R s')R = R(s, s') and hence

! !

(1J;0, 1J;~» R = 2: 2: cwcjU'R(s;! , sj!).
i~l j~l

(2.13)

Suppose that Q(t, t') is continuous for (t, t') E TXT, then {1Jt , t E T,
t rational} is dense in the set {1Jt. t E T}. Let P y be the projection operator in
Yl'R onto V and let

Then it follows that

lim II Pvf - P v fliR = 0
IILlII->O n

(2.14)

(2.15)

for any fixed f E Yl'R . Obviously we have no information from g concerning
f - PvfE P. To study I P y f(s) - P y f(s)1 we use the inequalities

n

I Pvf(s) - Pv,J(s)1 = 1«Pv - Pvn)f, Rs)R I,

= 1«P v - pvJf, (P v - PVJRs)R I, (2.16)

~ II Pvf - pvJIIR II PvRs - PvnRs IIR •

Let Yl'o be the reproducing kernel Hilbert space with reproducing kernel
Q(t, t') given by (2.11). (Yl'o always exists uniquely for positive definite Q).
Let Qt be the element of Yl'o defined by

Qk) = Q(t, .). (2.17)

Let (-, ')0 be the inner product in Yl'o . Since {Qt , t E T} span Yl'o , and
{1Jt, t E T} span V, and

(1Jt, 1}t')R = Q(t, t') = (Qt, Qt')o (2.18)

there is an isometric isomorphism between V and Yl'o generated by the
correspondence

Then f E V ,......, g E Yl'o if and only if

(1Jt ,f)R = get) = (Qt, g)o, t E T.

In other words, f E V ,......, g E Yl'o if and only if

get) = (Kf)(t), t E T.

(2.19)

(2.20)

(2.21)

Thus the range K(Yl'R) of K is Yl'o , and K restricted to V is a 1 : 1 invertible
operator from V to Yl'o .
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(2.22)

Tn = span {Qt , tELl}

y.(t) = <YJt, PVRS>R = <YJt, RS>R = YJt(S).

To discuss rates of convergence of the right-hand side of (2.16) it is con
venient to perform the calculations in £'Q and make use of the isometric
isomorphism generated by (2.19). To this end we list the following table of
corresponding elements and sets, where the entries on the left are in £'R .

V"'£'o

j"'g

Tjt"""" Qt

Vn '" Tn

PvRs '" Ys

If the linear functional D: defined, for fixed s, by

(2.23)

is continuous in £'R , then it has the representer Rsv defined by

where, by (2.3),

(2.24)

D s" is continuous if Rsv E £'R . If Rs" E £'R , then

(2.25)

where
(2.26)

A proof of (2.26), for v = 1, proceeds by noting that

PvR/ = lim (ljE)(PvRs+< - PvRs) '" lim (ljE)(ys+< - Ys) = y/
.....0 <....0 (2.27)

where the limits are taken in the strong topology of V and £'0 . Let PT be the
projection operator in £'0 onto the subspace Tn of (2.22). Thus, if R/E £'R ,
by the isometric isomorphism of (2.19)

[(dV/dsV)(Pvf)(s) - (dV/dsV)(PvJ)(s) I = I<Pvf - pvJ, Rs">R I,

= I<g - PTng, Y:>o I,
(2.28)= j<g - PTng, Ysv - PTnYs")0 I,

:'( II g - PTng Ilo!1 Ys" - PTnY: IIQ'

whereg = Kf
Some of the convergence properties of the approximate solution (2.10) to

Eq. (2.4) may be obtained by the following theorem, proved in [5, Eq. (2.19)].
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THEOREM 1. Suppose that Q(t, t') satisfies:

(i) (Ol/ot l) Q(t, t') exists and is continuous on TxT (2.29)

for t #- t', I = 0, 1,2, , 2q, (ai/at I) Q(t, 1') exists and is continuous on
TxT for 1= 0, 1,2, , 2q - 2;

(ii) lim (02q-l/ot 2q- 1) Q(t t') and lim (02q-l/ot 2Q- 1) Q(t t') (2.30)
(rt' 'tJ-t' ,

exist and are bounded for all t' E T.

and suppose that h has a representation

(iii) h(t) = IT Q(t, t') pet') dt'

for some p E ~2[T}.

Then hE£'o and
II h - PT"h 110 = O(II.dln

(2.31)

(2.32)

When studying the case K is a differential operator, it will be convenient to
use the following theorem.

THEOREM 2. Let Q satisfy the hypotheses (i) and (ii) of Theorem 1. Then,
for each t E T,

(2.33)

Theorem 2 is implicit in the proof of Theorem I in [5] and is a direct con
sequence of Eq. (2.36) of [5].

3. ApPLICATION TO THE ApPROXIMATE SOLUTION OF 2-POINT

BOUNDARY VALUE PROBLEMS

Consider the problem

(3.1)

where
m

Lmf(t) = L am_lt)flil(t)
j-O

t E T = [0, 1] = S

and we assume thatfE Cr-1,f(rl E ~2[0, 1], ao(t) ? 0 > °and

aj E cmaX(2m.2(r-mll, j = 0, 1, 2, ... , m.

f!4 = {f: Uvf = W v , v = 1,2,... , m},
m-l m-l

UJ = L Bvd(j)(O) + L tvd(j)(l),
j=O j=O

(3.2)
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where the {UJ:'1 are linearly independent. Without loss of generality, we
will take W y = 0, v = 1,2,... , m in (3.2). We have g E Cq-l, g<q) E ~[O, I],
q = r - m.

We seek an approximate solution j in a Hilbert space £'R of functions

(3.3a)

Suppose that

(3.3b)

with reproducing kernel R(s, s'), S, Sf E S, and Uy , v = 1,2,... , m are con
tinuous linear functionals in £'R . Then £'R is the subspace of £'R of codimen
sion m whose elements all satisfy the boundary conditions. If the reproducing
kernel R(s, s') for £'R is given, then the reproducing kernel R(s, Sf) for this
subspace may be found as follows. Let

(3.4)

where
RsCs') = R(s, s').

Let <. , ')R be the inner product in £'R , and let A be the m x m (positive
definite) matrix with fL, v-th entry a"y ,

a"y = <rp" , rpY)R = U"(8) Uy(s')R(s, Sf) (3.5)

where U"(8) means the linear functional applied to the function with argument
s. Then

m

R(s, Sf) = R(s, s') - L rp...(s) a"yrpvCs f
),

tL,v=l

A-I = {a"y}.

(3.6)

It may be verified that R(·, s) and R(s, -) E f!J for each fixed s. Equation (3.6)
may be verified by letting P4> be the projection operator in £'R onto the sub
space spanned by {rpy}:'l . Then, we must have

R(s, Sf) = <Rs , Rs)R = <Rs , Rs)R = <Rs - P4>Rs , Rs - P4>Rs )R' (3.7)

The approximate solutionj(s) is then that element of minimum £'R norm
satisfying

Lmj (t) = get), t E L1 (3.8)

1 Examples of f R and associated inner product may be found in [41 and [5J. A slightly
specialized case will be found in Section 4.
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where! (t) is given by (2.10) with

'TJt(s) = LmRlt),

m aj

= I am-it) "T R(s, t),
j=O ut

and

(3.9)

For the examples of R given in [4], ht , t E [0, I]} of (3.9) are always linearly
independent in £'R and Q(t, t') is strictly positive definite. See [3, Theor. 8.1,
p. 547]. Here

We remark on some properties of the approximate solution (2.10) with
'TJt(s) and Q(t, t') given by (3.9) and (3.10).

Let g = L m /. Then, since

(3. 11a)

we have

(3.llb)

where gt = g(tt). Note that g is the solution to the problem: Find g E£'0 to
minimize II g [10 subject to g(tt) = gt, i = 1,2,... , n, and, if g is any element
in £'0 with g(tt) = gt, then g = PT g.

Thus, the approximate solution s;tisfies

i = 1,2,... , n, (3.12)

demonstrating features of both collocation and Galerkin methods.
For any g E£'0' g is the orthogonal projection in £'0 of g onto the

n-dimensional subspace Tn spanned by {Qt , t E L1}. Thus, the method is exact
if g E Tn, or equivalently, ifjE Vn .

We may now apply the results given in Section 2 to the approximate
solution !(s) of Eq. (3.1), where !(s) is given by (2.10), 'TJtCs) and Q(t, t') are
defined by (3.9) and (3.10), and R(s, s') is given by (3.6) with R(s, s') chosen
as in (3.3b). If £'R is as in (3.3a) then the assumptions on aj guarantee that
Q(t, t') satisfy the hypotheses (i) and (ii) of Theorem 1, with q = r - m.



LINEAR OPERATOR EQUATIONS 69

THEOREM 3. Let f E Jf'R , or, equivalently, g E Jf'Q , where Q(t, t') given by
(3.10) satisfies the hypotheses (i) and (ii) of Theorem 1. Then

Ij<vl(s) - jlvl(S)/ = 0(11 L1ln v = 0,1,2, ... , m - 1, (3.13)

IP"'l(s) - j("')(s)1 = 0(11 Llllq-l/2). (3.14)

If g has a representation

g(t) = rQ(t, t') pet') dt'
o

for some p E ~[O, 1], then

(3.15)

[flvl(S) - j(d(s)1 = 0(11 LlI12Q), v = 0, 1,2,... , m - 1, (3.16)

Ip"'l(S) - j("'l(s)1 = 001 Ll 11 2Q-l/2). (3.17)

Remark. Condition (3.15) entails that g E C2H, g(2Ql E ~.

Proof of Theorem 3. First, we note that L".f = 0, f E Jf'R :0> f = 0, since
Jf'R C!?J. Thus V = Jf'R . By the assumptions on the differential operator,
there exists a Green's function G".(t, u) such that

f(s) = f G".(s, u)g(u):o> L".f= g, fE!?J (3.18)

and such that p/(u) defined by

v = 0, 1,2,... , m - I, (3.19)

is a piecewise continuous function of u for each fixed s. We wish to apply
(2.32) to the right-hand side of (2.28), with y/ of (2.28) satisfying hypothesis
(iii) of Theorem 1. y / is the element in Jf'Q corresponding to R: under the
isomorphism (2.19).

To obtain a formula for y s we note that, for L".f = g, f E Jf'R ,f""' g and

<y., g)o = <R.,f)R = f(s) = rG".(s, u) g(u) duo (3.20)
o

Therefore,

yit) = <Ys, Qt)Q = rGm(s, u) QtCu) du = rGm(s, u) Q(t, u) du
o 0 (3.21)

and, by differentiating 1,2,... , m - I, times with respect to s,

y/(t) = f Q(t, u) p/(u) du v = 0, 1,2, ...,m-1. (3.22)
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Thus, Yo" has a representation of the form (2.31), and hence (2.32) holds,
giving

To study Ysm, note that

v = 0, 1,2, ...,m-1. (3.23)

(Lmf)(t) = (~ am-vet) Rtv, j)R = <Qt ,g)o = get),

so that
m

Lam-it) R{ ~ Qt
v=o

under the isomorphism of (2.19). But R: ,...", Yo" so we must have

m

L am_is) Yo" = Qs
V=O

or,

m __1_ Q _ ~1 am_is) v
y • - a (s)· L. a (s) Y.·o v=O 0

Now

t E T, (3.24)

(3.25)

(3.26)

11

1 m-1a (s) 1\
= a (s) (Q. - PrnQ.) - L :-(vs) (Yo" - Prny:)

o v~o 0 0

1

1 m-1 2 () 11 / 2

~ (m + 1)1/2 a
0

2(s) II Q. - PrnQ.II~ + ~o a;o~(~ II Y: - PrnY:II~\

= 0(11 LI IIQ
-

1 / 2), (3.27)

by (2.33) and the assumptions on the coefficients aves).
Applying (3.23) and (3.27) to (2.28) gives the result.

4. EXAMPLE

In this section we give a simple example, in an attempt to give the reader
a feel for what the method is doing. In this example, we show that the con
vergence rates of (3.13), (3.14), (3.16), and (3.17) cannot be improved. Let
m = 2, !JB : U(O) = j(l) = O}.
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Let

where

R(u, v) = rG(u, x) G(v, x) dx + cp(u) cp(v) (4.1)
o

and

G(u, x) = (-(1 - u)j2)(u2 - x2) - (uj2)(1 - X)2,

- (uj2)(1 - U)2,

cp(U) = -u(1 - u)j2.

U >x,
U <x,

(4.2)

G(u, x) is the Green's function for the problem D3j = g,f(O) = f(1) =
1"(0) = 0. £R is the Hilbert space {f: f(O) = f(1) = 0, 1" absolutely
continuous, 1'" E ~[O, I]} with inner product

cp is that function which satisfies cp(O) = cp(1) = 0, cp"(O) = 1, cp"'(u) = 0.
The choice of the boundary condition 1"(0) = 0 in the selection of the
Green's function and the concomitant choice of cp satisfying cp"(O) = 1 is
arbitrary. Here r = 3 and q = 1. Let Lmf = 1". Then

Q(s, t) = (04jos2ot2) R(s, t) = mines, t) + 1

and £0 is the Hilbert space

(4.4)

{g : g absolutely continuous, g' E 2 2[0, I]} (4.5)

with inner product

<gl' g2)O = rgl'(S) g2'(S) ds + gl(O) g2(O). (4.6)
o

It may be verified that, for this example,

We note that (4.7) implies that minimum norm interpolation in £'0 is linear
interpolation, that is,

t(t) = PT"g(t) = <PT"g, Qt)Q = <g, PT"Qt)Q

(tHI - t) (t - ti )

= (t· - t-) g(ti ) + (t· - t-) g(ti+l),
>+1 > >+1'

t E [ti , ti+l]' (4.8)
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Lml (t) = get), IE 110,

where I(t) is given by (2.10), we have, exactly

, IIf(t) = G2(t, u) g(u) du
o

where G2(t, u) is the Green's function for the equation

1" = g, f(O) = f(1) = 0,

which is being solved approximately.

(4.9)

(4.10)

G2(t, u) = -u(1 - t),

= -t(1 - u),

u < t,

u > t.
(4.11)

The approximate solution is thus equivalent to the solution found by inter
polating g linearly between ti and tHI , and then integrating exactly. In
general, the approximate solution is equivalent to the solution found by
interpolating g at tELl in the minimum norm fashion in J.f"Q , and integrating
exactly. We remark, however, that this does not imply that the Green's
function for the problem

Lmf = g, fE 110,

is known; it implies only that

LmTJt i = Qt;

TJt i E 110.

(4.12)

(4.13)

Equations (4.12) and (4.13) follow from (2.3), (2.11), and the fact that
TJt. E J.f"R .

'We next show that the exact error rates of (3.13), (3.14), (3.16), and (3.17)
with q = 1 here cannot be improved upon.

From (4.10) and (4.11),

t IIf(t) - Jet) = -(1 - t) I u(g(u) - g(u)) du - t (1 - u)(g(u) - g(u)) du,
o t (4.14)

t II1'(t) - J'(t) = I u(g(u) - g(u)) du - (1 - u)(g(u) - g(u)) du,
o t (4.15)

and,
1"(t) - IR(t) = get) - get). (4.16)
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Since g E £'0' g' E 2 2[0, 1] and we may write

73

get) = g(ti) +f g'(u) du,
I

and hence, using (4.8),

t ~ ti, (4.17)

Iret) - 1"(01

= I get) - g(t)1 = I (tHI - t) Jt g'(u) du _ (t - ti) Jti+! g'(u) du I
(tHI - ti) t

i
(tHI - ti) t

(4.18)
Thus,

and so

[f
tiH ]1/2

1f'(t) -!'(t)1 :(: ~ (tHI - t i)3/
2

Ii (g'(u))2 du ,

:(: (~ (ti+! - ti)3t
2
(( (g'(U))2 dut2,

= 0 II LlIIQ,

and similarly

If(t) - I(t)! = 011 Llllq·

(4.19)

(4.20)

Equations (4.18), (4.19), and (4.20) thus agree with (3.13) and (3.14). If g' is
allowed to be sufficiently badly behaved, then no faster convergence can
obtain.

If g has a representation

g(t) = rQ(t, t') p(t') dt'
o

with p E 2 2[0, 1] then we may write

t i +1

get) - get) = f Bi(t, u) g"(u) du,
ti

(4.21)

(4.22)
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Blt, u) = (tHI - t)(U - ti)/(tHI - ti)'

= (ti+! - U)(t - ti)/(tHI - ti)'

u < t,

t > U.

(4.23)

(4.24)

This follows since get) - get) = 0, for t = t1 , t2 ,... , tn , and f'(t) = °a.e.
Then

A [It H1 ItH1 ]1/211"(t) - 1"(t)1 = Iget) - g(t)1 ~ t; Bi2(t, u) du' t; (g"(U))2 du ,

= ~ (ti+! - t)(t - ti) [ftH1
(g"(U))2 dU]1/2

\1'3 (tHI - ti)I/2 t i

= 0(11 LlI]2q-l/2), (4.25)

and, if g" is allowed to be sufficiently badly behaved, then no faster conver
gence can obtain. Equation (4.25) agrees with (3.17).

If g" bounded, then

~ ti~

I1"(t) - 1"(t)1 = Iget) - get)] ~ m"ax I g"(u)It BtCt, u) du,.
= max Ig"(u)j (ti+! - t)(t - ti )/2,

u

(4.26)

which is a faster rate than that given by (3.17). However

(H1 I(g(t) _ get)) dt I = {H1 dt I{H1 Bi(t, u) g"(u) du I,. ..
t i +1 t i +1

~ max Ig"(u)If dt f Bi(t, u) du,
U t; t i

= max I g"(u)I [(ti+! - ti)3/2 . 31], (4.27)
U

and so

I f'(t) - 1'(t)1 ~ max Ig"(u) I • 2 .1
3

, I (ti+! - ti)3 = 0(11 LlI12Q),
U • i (4.28)

1 jet) - l(t)1 = 0(11 LlI12Q). (4.29)

Equations (4.28) and (4.29) agree with (3.16) and these rates evidently cannot
be improved on for g" bounded, and certainly not for g" E ~2 • (Take g" to be
a constant over some interval). It appears from the proof in [5] that (2.32)
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cannot be strengthened for the case p bounded, and our methods cannot be
used to strengthen (3.17) for this case. Note that, for v < m there always
exists a g of the form (3.15) so that the Cauchy-Schwartz inequality on the
right of (2.28) is an equality. (Take g = y/). However, this cannot be done
for v = m since Ysm is not of the right form.

5. ApPLICATION TO THE ApPROXIMATE SOLUTION OF

INTEGRODIFFERENTIAL EQUATIONS

Consider the equation

rF(t, u) feu) du + Lmf(t) = get),
o

f E f!l, (5.1)

where F is a Hilbert-Schmidt kernel, Lm and f!l are as in Section 3, and
suppose g E Cq

- 1, g(q) E ~[O, I], and, without loss of generality, suppose
II FGm II < 1, where Gm is defined by

(5.2)

f(t) = rGm(t, u) g(u) du,
o

Gm being the Green's function of Section 3.
Then, we may write (actually for g E .P2 [O, 1])

f=Mg,

where M is the Hilbert-Schmidt operator

(5.3)

We seek an approximate solution in £'R , where £'R may be chosen as in
Section 3, based on the assumed properties of the solution f

Then (5.1) may be written

where

<TJt ,f)R = get), tE T, (5.5)

1 m oj
TJls) = f F(t, u) R(s, u) du + L: am-;(t) 7fT R(s, t). (5.6)

o j=O t
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Observing that

WAHBA

1 IIQ(t,t') = (7)t , 7)t')R = I F(t, u) R(u, v)F(t', v) dudv
o 0

1 m 8i

+ { F(t, U) i~ am_;(t') 8t'i R(u, t') du

1 m 8i

+ J
o
~O am_;(t) 8iJ R(t, v) F(t', v) dv

m m 8i+k

+ L L am_;(t) am-it') 8ti et'k R(t, t'), (5.7)
J~O k=O

an approximate solution J(s) is then defined by (2.10) with 7)t(s) and Q(t, t')
given by (5.6) and (5.7).

To use (2.28) and (2.32) to obtain convergence rates for If<vl(S) - J(v)(s)1 ,
we need an expression for Ysv, the element in J'f'o corresponding to Rsv
under the isomorphism of (2.19). Following the reasoning of (3.20)-(3.22),
we use, for f E J'f'R ........ g E J'f'o ,

<y., g)o = <R.,f)R = f(s) = rM(s, u) g(u) du, (5.8)
o

where M(s, u) is the Hilbert-Schmidt kernel for M of (5.4). Thus

y.ct) = <Ys, Qt)o = rM(s, u) Qt(u) du, (5.9)
o

ysv(t) = rQ(t, u) rfsv(u) du, v = 0, 1,2,... , m - 1, (5.10)
o

where

rfsV(U) = (evlesv) M(s, u). (5.11)

If F(t, u) is sufficiently smooth, then Q(t, t') will satisfy hypotheses (i) and
(ii) of Theorem 1, and rfs" will be piece wise continuous, v = 0, 1, ... , m - 1.
In this case II Ys" - PT Ys" 110 = 0(11 Llllq) and hence (3.13) holds; if further
g satisfies (3.15), then (3.16) holds.
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